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Abstract— We can witness the growing interest of researchers in the field of
intrusion detection because a single attack can easily cause a big harm to the
computer or network system. A number of intrusion detection approaches
are available to tackle this issue but it is hard to identity that which approach
is most suitable. Therefore, we have addressed this issue in this paper that
which approach should be adopted in intrusion detection systems. The
current paper explains the concepts, tools and methodologies being used
to evaluate different intrusion detection approaches by a multi-criteria
decision making technique such as Analytical Hierarchy Process (AHP).
The present study indicates that artificial neural network approach is most
suitable to tackle the current issues of intrusion detection systems such as
regular updating, detection rate, false positive, false negative, suitability and
adaptability.
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1. Introduction

Presently, there is an increased need for secure operation in
computer systems and networks because computer systems of
private and government corporations are relying heavily on net-
working and internet. Therefore, potential for misuse of these
systems increases as accessibility increases. Further, the com-
plexity of modern systems makes detection of malicious activity
difficult. Intrusion detection systems are increasingly a key part
of systems defense. Various approaches to intrusion detection are
currently being used, but they are relatively ineffective. The in-
trusion detection systems (IDSs) use diverse type of approaches
such as statistical, rule based, expert system, pattern recogni-
tion, graph-based, hybrid and artificial neural network in their
implementations[1, 2]. Therefore, we evaluated and compared
them in this paper using multicriteria decision making technique
such as Analytic Hierarchy Process (AHP) so that a suitable ap-
proach may be proposed for IDSs. This work helped researchers
to rank the applied approaches. Moreover, the security imple-
menters may also use such type of analysis in the evaluation
of different intrusion detection systems. This paper is divided
into sections such as related work, intrusion detection approaches
(IDAs), methodology and implementation, and conclusion.
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2. Related work

The process of monitoring the events occurring in a computer
system or network and analyzing them for sign of intrusions is
known as intrusion detection system (IDS). Denning [1987] pro-
posed an intrusion detection model which became a milestone
in the research in this area. The model which she proposed
forms the basic core of the majority intrusion detection designs
in use today [3]. The intrusion detection systems can be classi-
fied into three categories as host based, network based and vul-
nerability assessment based. A host based Intrusion Detection
System (IDS) assess information found on a single or multiple
host systems, including contents of operating systems, system
and application files. While network based Intrusion Detection
System (IDS) analyses information captured from network com-
munications by analyzing the stream of packets travelling across
the network. Packets are captured through a set of sensors. Vul-
nerability assessment based Intrusion Detection System (IDS)
detects vulnerabilities on internal networks and firewall [2, 4].
Analytic Hierarchy Process (AHP) is a method for multiple cri-
teria decision-making. It was developed by Saaty [1970s] and
has been mainly refined since then [5]. It supports the decision
making process by allowing decision-makers to categorize and
analyze the significance of the criteria and alternative solutions
of a decision. It helps the decision makers to find the one that
best suits their requirements rather than assigning a correct de-
cision. Some of the decision situations where AHP is applied
are choice, ranking, prioritization, resource allocation, bench-
marking and quality management [6]. The AHP has been used
in various areas that are numbered in thousands and produced
comprehensive results in problems including planning, resource
allocation, priority setting, and selection among alternative [7].
In recent times, Berrittella et al. used AHP in deciding how best
to reduce the impact of global climate change [8]. The Microsoft
Corporation used it to quantify the overall quality of software
systems [9]. Grandzol and John presented an improved method
of the faculty selection process in Higher Education at Blooms-
burg University of Pennsylvania [10]. Atthirawong et al. worked
on International location decision-making by using AHP [11].
Dey, and Prasanta Kumar used AHP in assessing risk in operat-
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ing cross-country petroleum pipelines [12]. It is used in decid-
ing how best to manage U.S. watersheds at U.S. Department of
Agriculture [11]. Alghamdi presented an approach to evaluate
different architecture framework for C4I system using AHP [6].
Saaty and Hsu-Shih Shih worked in the field of decision making
by making hierarchy network structure. They stated that creating
a structure is the first step in organizing, representing and solv-
ing a problem. Actually, a structure is a mode of a problem. It
helps us to visualize and understand the relevant elements within
it that we know from the real world and then use our understand-
ing to solve the problem represented in the structure with better
confidence [13]. Therefore a suspicious consideration is required
to build an AHP hierarchy network for evaluating intrusion de-
tection approaches. The Analytic Hierarchy Process is a method
of measurement for formulating and analyzing decisions. AHP
is a decision support tool which can be used to solve complex
decision problems considering tangible and intangible aspects.
Therefore, it supports decision makers to make decisions involv-
ing their experience, knowledge and intuition [6].

3. Intrusion Detection Approaches (IDAs)

Various approaches have been used in intrusion detection sys-
tems but we consider seven approaches for analysis purpose such
as statistical approach, rule based approach, expert system ap-
proach, pattern recognition approach, graph-based approach, hy-
brid approach and artificial neural network approach. A brief re-
view of these is described that are landmarks in the development
of intrusion detection systems.

3.1. Statistical approach

This approach involves statistical comparison of specific
events based on a predetermined set of criteria. The data was col-
lected from the system and the network. This collected data was
tested for attack analysis by statistical models. The models which
have been frequently used are Operational Model, Average and
Standard Deviation Model, the Multivaried Model, the Marko-
vian Model, and the Time Series Model [14, 15]. The analysis
of threats was much laborious and time consuming because first
data are collected and then different models are applied.

3.2. Rule based approach

This approach relies on sets of predefined rules which are pro-
vided by an administrator, automatically created by the system,
or both. Each rule is mapped to a specific operation in the sys-
tem. The rules serve as operational preconditions which are con-
tinuously checked in the audit record by the intrusion detection
mechanism. If the required conditions of a rule are satisfied by
user activity the specified operation is executed [15, 16]. A fre-
quent update of rules is required in this approach that is time
consuming. Moreover, this approach was unable to detect new
attacks.

3.3. Expert System approach

This approach consists of a set of rules, which encode the
knowledge of a human “expert”. Unfortunately, Expert Systems
require frequent updates by a system administrator to remain up
to date [15]. The lack of maintenance or update is the weakness
of this approach. Further, the accurate knowledge acquisition and
its encoding is also a complex phenomenon.

3.4. Pattern recognition approach

In this approach, a series of penetration scenarios are coded
into the system. This approach is effective in reducing the need
to review a large amount of audit data [15, 17]. This is also unable
to detect new attacks. Therefore, a frequent updating of penetra-
tion scenarios is required. Further, the creating of accurate pene-
tration scenarios and their coding into the system is a serious and
complex issue.

3.5. Graph-based approach

In this approach, the data is collected about an activity on com-
puter and network traffic and this information is given to activity
graphs that reveal the fundamental structure of network activity.
By analyzing the characteristics of the activity graphs, different
reports are generated. This analysis is generally done through
searching the graphs built for known bad patterns. A policy lan-
guage to express acceptable and unacceptable behavior on the
network is included with this approach so that an administrator
can define policies in their departments. This approach has a
drawback that an administrator continuously monitors the activ-
ities on the screen. Further, it faces other issues such frequent
updating, false positive and false negative [18].

3.6. Hybrid approach

This approach is a combination of above two approaches such
a graph based approach and statistical approach or any other. In
this approach, administrators continuously watch on the screen
and observe anomalies behavior. Once anomaly occurred then it
is analyzed by different statistical models that are time consum-
ing. Therefore, an accurate and timely detection of intrusion is
very necessary [19].

3.7. Artificial neural network approach

This approach is a substitute to other approaches. This ap-
proach may learn from examples. After training or learning the
system is able to detect intrusion. This approach offers the po-
tential to resolve a number of the problems encountered by the
other present approaches such as varying nature of attacks. The
first advantage in the use of a neural network in the intrusion de-
tection would be the flexibility that the network would provide.
A neural network would be able of analyzing the data from the
network, even if the data is incomplete or partial. In the same
way, the network would have the ability to conduct an analysis
with data in a non-linear fashion. Further, because some attacks
may be conducted against the network in a coordinated attack by
multiple attackers, the capability to process data from a number
of sources in a non-linear fashion is particularly important. The
problem of regularly updating of traditional intrusion detection
systems is also reduced by ANN. It has generalization property
and hence able to detect unknown and even variation of known
attacks. Another reason to employ ANN in intrusion detection is
that, ANN can cluster patterns which share similar features, thus
the classification problem in intrusion detection can be solved by
this approach. The natural speed of neural networks is another
advantage [1, 2, 4, 15].
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Fig. 1. Hierarchy Tree.

Table 1. Criteria and Sub-Criteria Weights.
Evaluating IDAs LW=1, GW=1

Suitability Maturity Efficiency Less updating Adaptability
{LW =0.14, GW =0.14}  {LW =0.08, {LW = 0.39, GW = 0.39} {LW =0.17, LW =0.22, GW = 0.22
GW = 0.08} GW =0.17}
Economical Time Tot. Detection Min. FP Min. FN Tot. Handling Handling Tot.
saving rate varied coordinated
intrusion intrusion

0.25 0.75 1 0.45 0.27 0.28 1 0.50 0.50 1
0.03 0.11 0.14 0.18 0.10 0.11 0.39 0.11 0.11 0.22

Note: LW: Locat Weight, GW: Global Weight, FP: False Positove, FN: False Negative
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030+

Fig. 2. Multiple criteria analysis.

4. Methodology and Implementation signment of priorities, calculation of weights, consistency check,
results and final decision. Further, this work is implemented us-

The methodology consists of selecting a goal, list criteria, list 108 @ multi-criteria flec:1s1on making .softwarej e.g. AHP project.
sub-criteria, determine the alternatives, building hierarchy, as- First of all, a goal is selected for this experimental work. The
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Fig. 4. Artificial Neural Network vs. Rule-based.

goal is evaluating intrusion detection approaches. Seven intru-
sion detection approaches are selected for analysis. The next step
is the selection of criteria. We build main criteria that include
‘suitability’, ‘less updating’, ‘efficiency’, ‘maturity’ and ‘adapt-
ability’. The main criteria are further divided into sub-criteria.
The criterion ‘efficiency’ is divided into sub-criteria namely ‘de-
tection rate’, ‘minimum false positive’ and ‘minimum false neg-
ative’. In the same way, the criterion ‘suitability’ is divided into
‘economical’ and ‘timing saving’. The ‘adaptability’ is further
divided into sub-criteria such as ‘handling varied intrusion’ and
‘handling coordinated intrusion’. The selection of criteria and
sub-criteria is based on the works as done by many other re-
searchers [1, 2, 15]. Seven intrusion detection approaches (IDAs)
such as statistical approach, rule based approach, expert system
approach, pattern recognition approach, graph-based approach,

hybrid approach and artificial neural network approach are de-
cided as alternatives. These approaches are the focus of this
work. The hierarchy is built on the bases of criteria, sub-criteria
and alternatives. The hierarchy can be visualized as shown in
Figure 1, with the goal (Evaluating IDAs) at the top, the alterna-
tives (ANN, P.R, E.S R.B, graph-based, hybrid and statistical) at
the bottom (not shown due to complexity), and the criteria (suit-
ability, less updating, efficiency, maturity and adaptability) and
sub-criteria (economical, time saving, detection rate, minimum
false positive, minimum false negative, handling varied intrusion,
and handling coordinated intrusion) in the middle. The priorities
are assigned to criteria, sub-criteria and alternatives. Priorities
are numbers associated with the criteria, sub-criteria and alterna-
tives. The assignment of priorities is based on the information
obtained from previous works [1, 2, 15]. The scale used for pair-
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Fig. 6. Artificail Neural Network vs. Statistical.

wise comparison is nine points scale [6]. The weights of each
element (criteria, and sub- criteria) are calculated on the bases
of assigned priorities as shown in Tablel. The local and global
weights of all criteria are shown in Table 1. The sum of all lo-
cal weights is always equal to 1 and same for the global weights.
The weights of sub-criterion ‘suitability’ are shown in Table 1.
The sum of local weights is equal to 1 and sum of global weights
is 0.14 that is the global weight of suitability. The weights of
sub-criterion ‘efficiency’ are shown in Table 1. The sum of local
weights is equal to 1 and sum of global weights is 0.39 that is the
global weight of efficiency.

The weights of sub-criteria ‘adaptability’ are shown in Table 1.
The sum of local weights is equal to 1 and sum of global weights
is 0.22 that is the global weight of adaptability. The consistency
ratio is calculated based on the weights. If the consistency ratio
is less than 10 percent, the inconsistency is acceptable. Other-
wise, we need to revise the subjective judgment. In this work
the consistency ratio is less than 10 percent so there is no any

inconsistency. Figure 2 shows a ranking among the criteria that
are used in the evaluation of intrusion detection approaches. Re-
sults are obtained by the multi criteria software and are presented
in graphs. The bar graph in Figure 2 is shown in five different
colours. In this case efficiency is ranked as first, adaptability as
second, less updating as third, suitability as fourth and maturity
as fifth. The ranking of alternatives such as statistical approach,
rule based approach, expert system approach, pattern recognition
approach, graph-based approach, hybrid approach and artificial
neural network approach is shown in Figure 3. Each alternative
consists of five criteria as shown in different colours. The ANN
approach is ranked as first suitable approach to tackle present
problems to intrusion detection. The red colour in ANN approach
in Figure 3 indicates a portion of suitability that is 0.048 of the
total criterion suitability. The sum of all alternatives. suitability
is equal to total suitability as shown in Figure 2.

Figure 3 shows the ranking of intrusion detection approaches.
Each approach is evaluated by five different criteria (efficiency,
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Fig. 8. Artificial Neural Network vs. Graph-based.

adaptability, less updating, suitability, and maturity) and seven
sub-criteria (economical, time saving, detection rate, min. false
positive, min. false negative, handling varied intrusion, and han-
dling coordinated intrusion). The comparative analysis of arti-
ficial neural network approach to other approaches is shown in
figures 4- 9. Figure 4 shows a comparison between artificial neu-
ral network and rule based approach. The rule based approach is
more matured to intrusion detection in Figure 4. However, it is
not good in other cases such as time saving, economical, less up-
dating, detection rate, minimum false positive, minimum false
negative, handling varied and coordinated intrusion. Figure 5
shows a comparison between artificial neural network and pat-
tern recognition approach. The pattern recognition approach is
much mature in the field of intrusion detection. However, artifi-
cial neural network is more suitable in other cases such as time
saving, economical, less updating, detection rate, minimum false
positive, minimum false negative, handling varied and coordi-

nated intrusion.

Figure 6 shows a comparison between artificial neural network
and statistical approach. The statistical approach has many draw-
backs for example time consuming, laborious, frequent updating,
and unable to detect novel intrusion. Therefore, it is not a good
approach to manage presently faced issue of intrusion detection.
Figure 7 shows a comparison between artificial neural network
and expert system approach. The expert system approach is more
matured in the field of intrusion detection. On the other hand, an
artificial neural network approach is more flexible to meet the
current issues to intrusion detection. Therefore, the artificial neu-
ral network approach is most favourable in case of time saving,
economical, less updating, detection rate, minimum false posi-
tive, minimum false negative, handling varied and coordinated
intrusion. Figure 8 shows a comparison between artificial neural
network and graph-based approach. Figure 9 shows a comparison
between artificial neural network and hybrid approach. In both
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cases, artificial neural network is preferable on the basis of de-
fined criteria. The final decision is based on the results obtained
by the multi-criteria software. The results demonstrate that the
use of an artificial neural network approach in intrusion detec-
tion systems will enhance the security of computer and network
systems.

5. Conclusion

The analytical hierarchy process has been used to evaluate dif-
ferent approaches such as statistical approach, rule based ap-
proach, expert system approach, pattern recognition approach,
graph-based approach, hybrid approach and artificial neural net-
work approach. The evaluation process takes into account two
different types of criteria i.e. main criteria and sub-criteria. The
strength of main criteria is based on its efficiency, adaptabil-
ity, less updating, suitability and maturity, while the sub-criteria
consists of economical, time saving, detection rate, minimum
false positive, minimum false negative and having the capability
to handle varied intrusion and also coordinated intrusion. Ac-
cording to our study, we have concluded that among all the ap-
proaches, the artificial neural network approach is most suitable
to tackle the current issues of intrusions detection systems such
as regular updating, detection rate, false positive, false negative,
suitability and adaptability.
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